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Abstract—This paper focuses on the distributed static estimation problem. A Belief Propagation (BP) based estimation algorithm is studied for its convergence and accuracy. More precisely, we give conditions under which the BP based distributed estimator is guaranteed to converge and we give concrete characterizations for its accuracy. Our results reveal new insights and properties of this distributed algorithm, leading to better theoretical understanding of static distributed state estimation and new applications of the algorithm.
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I. INTRODUCTION

Large-scale systems, such as power grid, sensor monitoring networks and telecommunications systems, are receiving increasing attention in different fields. As the data size in the system increases rapidly, the classical centralized estimation approach is no longer suitable because it is often impractical to congregate all the information in a central computing processor and it is unnecessary for each node to estimate the global state. Instead, the distributed estimation approach is required where every node in the network estimates its own state using its own measurements and information shared from its neighbouring nodes, and this is done in an iterative fashion.

An example of distributed estimation is the sensor network localization problem where each node (sensor) needs to estimate its own location using relative measurements (e.g., relative distances or relative positions) between sensors and the absolute locations of some (a few) anchor nodes [1],[2]. In this case, it is unnecessary for each sensor to localize other nodes. A distributed method is preferred so that estimation is done in each node, rather than relying on a central processor [3],[4].

For large-scale systems, the goal for static state estimation is that the composite estimate of the whole system, consisting of all local estimates, should approach the optimal estimate obtained by a centralized estimation method using all the measurements. The technical difficulty for a large-scale system is much higher than that for a small-scale one. Several approaches are available in the literature for solving the distributed weighted least-squares (WLS) problem. In [5],[6], each node runs a local estimator for the composite state and a consensus based algorithm is used to achieve the averaging of local information vectors and information matrices (which are related to state estimates and covariances, respectively), resulting in the asymptotic convergence of the local estimates. In [3], a gradient based algorithm (see Step 4 of Algorithm 2 in [3]) is used to solve the distributed WLS problem. In [7], a novel algorithm for distributed WLS is developed based on the Richardson method for solving linear equations. However, these algorithms all have relatively slow convergence. In [8], a project based algorithm is proposed to solve the distributed WLS problem. This algorithm can converge in a finite number of iterations, but the computational complexity for each node in each iteration is proportional to the network size, thus not suitable for large-scale systems.

In this paper, we study a distributed algorithm for static state estimation suitable for large-scale systems. This algorithm is based on the celebrated Pearl’s Belief Propagation (BP) for short) algorithm for statistical learning. Originally proposed by Pearl [9] in 1982, BP (also known as sum-product message passing), is a message passing algorithm for computing marginal probability density functions (PDFs) on Bayesian networks (directed and acyclic graphs) and Markov random fields (undirected and cyclic graphs). Note that the static state estimation problem can be formulated as the marginal PDF computation problem (more on this later). It is well known that, for acyclic graphs (graphs without loops), the BP successfully computes marginal PDFs in a finite number of iterations. The knowledge that the BP algorithm outperforms other distributed iterative methods can be traced back to the invention of the BP algorithm [9], and has been supported by lots of empirical evidences. The best example is the use of the algorithm in turbo decoding, which makes it possible for practical communications systems to approach the theoretical barrier of Shannon Channel Capacity! (See [10] and references therein.)

However, an unsolved fundamental question is that, for a cyclic network graph, under what conditions will BP iterations converge? For a general cyclic graph, [11], [12], [13], [14], [15] studied the convergence condition for BP. However, these references only gave partial answers.Explicit comparisons with Jacobi and Richardson iterations can be found in [7] and [16]. In [7], we compared a distributed algorithm based on
Richardson method and a distributed algorithm based on Gaussian BP, and the advantage of the latter was explained. Jacobi iterations apply to systems with diagonal dominance. In [16], Gaussian BP was studied for generalised diagonally dominant systems by using the so-called walk summability approach to draw the connection between Gaussian BP iterations and Jacobi iterations (which are linear iterations). The advantage of Gaussian BP is implied by the fact that Gaussian BP iterations absorb a lot more “walks” than the Jacobi iterations do for the same iteration number, resulting in much faster calculation.

The distributed algorithm we study is the Gaussian BP algorithm [17], a variant of BP algorithm specialized to Gaussian distributions. The algorithm computes iteratively the mean and variance (or covariance) of each marginal. Several conditions ensuring the convergence of the marginal means and variances have been proposed [17], [16], [18], [19]. But several major drawbacks exist. Firstly, the convergence conditions are too difficult to check. For examples, the convergence condition for the mean in [19] requires the evaluation of the spectral radius of an infinite dimensional matrix. Secondly, the convergence conditions are too strict. For examples, the work in [17] requires a strict diagonal dominance condition for measurements and [20] extends [17] by relaxing the condition to generalised diagonal dominance. Thirdly, characterization of the convergence rate is difficult. For example, the convergence rate description in [21] is not explicit. Finally, most of these convergence analysis are done only for scalar sub-systems (i.e., the state variable of each node is a scalar). Since the state components for each node are not independent in general, results for scalar variables are not applicable to vector variables. The only noticeable exception is perhaps the work of [22] which generalizes the convergence conditions of [19]. But as in [19], the convergence analysis relies on the evaluation of the spectral radius of an infinite dimensional matrix, limiting the results to theoretical interests only.

In this paper, viewing the iterations of the distributed static state estimation algorithm as a dynamic process, we provide conditions under which its stability (i.e., the convergence of the distributed state estimator) is guaranteed. We focus on the networks for which each node has a vector variable and we want to determine the convergence rates of the state estimate covariance for each node. In contrast to [19] and [22], we provide conditions under which we can qualify the estimation error generated by the distributed algorithm for each iteration number. In particular, our estimation error and covariance formulas clearly explain the impact of the so-called cycle-free depth of each node to the estimation accuracy.

The significance of our work lies in both theoretical contributions and potential applications. Firstly, convergence and accuracy analysis for the distributed static state estimator is theoretically meaningful. Secondly, the distributed estimation algorithm is shown to have very good performance on large-scale systems with large cycle-free depth.

The rest of this paper is organized as follows. In Section III, the problem formulation and distributed state estimator are given. Section IV studies the convergence of the information matrices. Section V investigates the convergence of the state estimates. The accuracy of the information matrices and state estimates are analyzed in Section VI and VII, respectively. Concluding remarks are stated in Section VIII. Most of the proofs are moved to the full version [23].

II. PRELIMINARY FOR BELIEF PROPAGATION

The BP algorithm [9] concerns with a system represented by a bipartite graph with I variable nodes and V factor nodes, as depicted in the Fig. 1. Each variable node \(i\) is associated with a random vector \(x_i \in \mathbb{R}^{m_i}\) and each factor node \(v\) is connected to a subset of variable nodes, \(\mathcal{F}_v \subset \{1,2,\ldots,I\}\). Denoting the joint (or global) variable by \(X = \{x_i : i = 1,2,\ldots,I\}\), it is assumed that its joint PDF \(f(X)\) can be expressed in a factor form:

\[
f(X) = \prod_{v=1}^{V} f_v(X_v),
\]

where \(X_v = \{x_i : i \in \mathcal{F}_v\}, v = 1,2,\ldots,V\). Each \(f_v(X_v)\) represents a piece of partial “knowledge” about \(X\).

![Fig. 1. Bipartite graph: circles = variable nodes; squares = factor nodes](image)

The goal of BP is to compute, at each node \(i\), the marginal \(g_i(x_i)\) of \(f(X)\), which is defined by

\[
g_i(x_i) = \int f(X) d(X \setminus x_i),
\]

where \(X \setminus x_i\) is the set obtained from \(X\) by removing \(x_i\). The algorithm resorts to iterative computation and local communication between connected variable nodes and factor nodes. More specifically, the algorithm starts by each factor node \(v\) sending to each variable node \(i \in \mathcal{F}_v\) the following marginal PDF (called message)

\[
m^{(0)}_{v \rightarrow i}(x_i) = \int f_v(X_v) d(X_v \setminus x_i).
\]

Then, at each iteration \(k = 1,2,\ldots\), each variable node \(i\) sends to every connected factor node \(v\) the following message:

\[
m^{(k)}_{i \rightarrow v}(x_i) = \prod_{w \in N'_i \setminus v} m^{(k)}_{w \rightarrow i}(x_i),
\]

where \(N'_i\) is the set of factor nodes connected to variable node \(i\). Similarly, each factor node \(v\) sends to every connected variable node \(i\) the following message:

\[
m^{(k)}_{v \rightarrow i}(x_i) = \int f_v(X_v) \prod_{j \in \mathcal{F}_v \setminus i} m^{(k-1)}_{j \rightarrow i}(x_j) d(X_v \setminus x_i).
\]

The desired marginal at node \(i\) and iteration \(N\) is estimated:

\[
g^{(N)}_i(x_i) = \prod_{w \in N_i} m^{(N)}_{w \rightarrow i}(x_i),
\]
modulo a constant scalar to make its integral equal 1.

It is clear that this is a fully distributed algorithm because only local information gets exchanged and used without the need for any global information. Note that BP is also known as the sum-product algorithm because (2)-(4) use sums (i.e., integrals) and products.

III. Problem Formulation

Consider a system with I unknown local states \( x_1, x_2, \ldots, x_I \) and each of them corresponds to a sensing node. Since we focus on the static estimation problem, the local states are unknown time-invariant vectors. Following the notations in BP, we call the sensing nodes variable nodes and \( x_i \in \mathbb{R}^{n_i} \) is a vector. Associated with the system are two kinds of measurements (also vectors), the so-called self measurement for node \( i \),

\[
z_i = C_i x_i + v_i, \tag{6}
\]

and (pair-wise) Joint measurement between nodes \( i \) and \( j \),

\[
z_{i,j} = C_{i,j} x_i + C_{j,i} x_j + v_{i,j}. \tag{7}
\]

In the above, the matrices \( C_i, C_{i,j} \) and \( C_{j,i} \) are known; \( v_i \) and \( v_{i,j} \) are independent Gaussian measurement noises with known covariances \( R_i > 0 \) and \( R_{i,j} > 0 \), respectively. Note that: 1) the factor node \((i, j)\) is unordered, i.e., \((i, j) = (j, i)\); 2) \( z_{i,j} = z_{j,i} \) and \( v_{i,j} = v_{j,i} \); 3) It is not necessary for all variable nodes to have self measurements or all variable node pairs to have joint measurements. In fact, joint measurements are typically sparse for large graphs.

The problem of distributed WLS estimation is to compute the maximum likelihood (ML) estimate for each \( x_i \) and the corresponding estimation error covariance using a fully distributed algorithm. It is clear that the likelihood functions given by the self and joint measurements are, respectively,

\[
f_i(x_i) = p(z_i|x_i) \sim \mathcal{N}(z_i - C_i x_i, R_i), \tag{8}
\]

\[
f_{i,j}(x_i, x_j) = p(z_{i,j}|x_i, x_j) \sim \mathcal{N}(z_{i,j} - C_{i,j} x_i - C_{j,i} x_j, R_{i,j}), \tag{9}
\]

where \( \mathcal{N}(\mu, \Sigma) \) stands for a Gaussian PDF with mean \( \mu \) and covariance \( \Sigma \). It is noted that, in our setting, \( f_i(x_i) \) in (8) corresponds to the variable node and \( f_{i,j}(x_i, x_j) \) in (9) corresponds to the factor node.

The joint likelihood function for \( X = \{x_i : i = 1, 2, \ldots, I\} \) becomes

\[
f(X) = \prod_i f_i(x_i) \prod_{i,j} f_{i,j}(x_i, x_j). \tag{10}
\]

Therefore, the maximum likelihood function for each \( x_i \) is given by

\[
g_i(x_i) = \int f(X) d(X \setminus x_i), \tag{11}
\]

which is exactly the task of static distributed state estimator.

The Gaussian BP algorithm computes the mean and covariance for each \( g_i(x_i) \) iteratively. That is, for each iteration \( k \), each node \( i \) computes an estimate of the mean, \( \hat{x}_i(k) \), and an estimate of the covariance \( \Sigma_i(k) \). The detailed algorithm and its derivation can be found in [17]. In this paper, we simply rewrite the Gaussian BP algorithm for the measurements (6)-(7). This is listed in Algorithm 1.

Two variables in Algorithm 1 are of particular importance:

\[
\alpha_i(N) = Q_i(N) \hat{x}_i(N); \quad Q_i(N) = \Sigma_i^{-1}(N), \tag{12}
\]

which we call information vector and information matrix, or information parameters collectively.

The convergence and accuracy analysis in our paper requires the following key assumption.

Assumption 1. For all \( i = 1, 2, \ldots, I \) and \( j \in \mathcal{N}_i \),

\[
\Omega_{i,j} = C_i^T R_i^{-1} C_i + \sum_{w \in \mathcal{N}_i \setminus j} C_{i,w}^T R_{i,w}^{-1} C_{i,w} > C_{i,j}^T R_{i,j}^{-1} C_{i,j}. \tag{13}
\]

Remark 1. Roughly speaking, (13) means that, for each node \( i \), the information contribution from any single neighbouring node \( j \) (i.e., \( C_{i,j}^T R_{i,j}^{-1} C_{i,j} \)) is strictly smaller than the sum of that from node \( i \) (i.e., \( C_i^T R_i^{-1} C_i \)) and all other neighbouring nodes \( w \in \mathcal{N}_i \setminus j \) (i.e., \( \sum_{w \in \mathcal{N}_i \setminus j} C_{i,w}^T R_{i,w}^{-1} C_{i,w} \)). In particular, Assumption 1 implies that \( \Omega_{i,j} > 0 \) for all \( (i, j) \). It also implies that, for every leaf node\(^1\) \( i \), \( C_i^T R_i^{-1} C_i > 0 \) (or equivalently, \( C_i \) has full column rank), due to the fact that the sum term in \( \Omega_{i,j} \) is void in this case.

Remark 2. Due to the strict inequality above, it is clear that Assumption 1 is equivalent to the existence of some constant \( 0 < \eta < 1 \) such that

\[
\eta \Omega_{i,j} \geq C_{i,j}^T R_{i,j}^{-1} C_{i,j} \tag{14}
\]

for all \( j \in \mathcal{N}_i \). We will use this property in the sequel.

To a given set of variable and factor nodes, we associate an undirected graph, called the canonical graph, which we denote by \( G \). This graph has a node associated with each variable node \( i = 1, \ldots, I \), and an edge between nodes \( i \) and \( j \), if there exists joint measurement \( z_{i,j} \), i.e., for all \( j \in \mathcal{N}_i \). Moreover, the edge \((i, j)\) is unordered and we also call it factor node \((i, j)\).

It is well known that the Algorithm 1 converges to the correct marginals in a finite number of iterations when \( G \) is acyclic [24]. In fact, the required number of iterations equals to the diameter of the graph, i.e., the maximum distance of any pair of variable nodes, where the distance of two nodes is the number of edges of the shortest path between them. The fundamental challenge in this paper is to understand how the algorithm performs for cyclic graphs. As mentioned in Section I, the goal of this paper is to twofold: First, we want to provide conditions to guarantee the convergence of Algorithm 1 when the induced bipartite graph is cyclic. Secondly, when convergence occurs, we want to quantify the accuracy of the distributed state estimate, i.e., the difference between our state estimate and the true (or global) maximum likelihood estimate in (11).

\(^1\)A variable node is called a leaf node if it is connected by only one edge.
Lemma 1. In addition, the rate of convergence is also characterized exponentially to a positive definite matrix, under Assumption 1. This result is general and non-conservative but follows from (19) and (20), respectively. As analyzed before, we have $\rho < 1$.

Proof. Given in Lemma 2 of the full version [23].

Next, we give the main result on convergence. Define

$$\Delta Q_{i-i,j}(k) = Q_{i-i,j}^{-1/2}(\infty)Q_{i-i,j}(k)Q_{i-i,j}^{-1/2}(\infty) - I;$$
$$\Delta Q_{i-j-j}(k) = Q_{i-j-j}^{-1/2}(\infty)Q_{i-j-j}(k)Q_{i-j-j}^{-1/2}(\infty) - I;$$
$$\Delta R_{i-j-j}(k) = R_{i-j-j}^{-1/2}(\infty)R_{i-j-j}(k)R_{i-j-j}^{-1/2}(\infty) - I.$$  

Also, let constants $\rho > 0$ and $\alpha > 0$ be defined as follows:

$$\rho = \max_{i,j} \|R_{i-j-j}^{-1/2}(\infty)C_{i,j}Q_{i-i,j}^{-1/2}(\infty)C_{i,j}^T R_{i-j-j}^{-1/2}(\infty)\|,$$  

$$\alpha = \max_{i,j} \|Q_{i-i,j}^{-1/2}(\infty)\Omega_{i,j}Q_{i-i,j}^{-1/2}(\infty) - I\|.$$  

Note that $\rho < 1$ follows from $R_{i-j-j} > 0$ and

$$R_{i-j-j}(\infty) = R_{i-j} + C_{i,j}Q_{i-i,j}^{-1/2}(\infty)C_{i,j}^T.$$  

Lemma 3. Under Assumption 1, for every node $i$, its neighbor node $j$ and all $k \in \mathbb{N}$, we have

$$0 \leq \Delta Q_{i-i,j}(k) \leq \alpha \rho^{k-1} I.$$  

Proof. Given in Lemma 3 of the full version [23].

Since ultimately we are only interested in the information matrices $Q_i(k)$, we get the following result from Lemma 3.

Theorem 1. Under Assumption 1, it holds that $Q_i(k) \rightarrow Q_i(\infty) > 0$ as $k \rightarrow \infty$, for every node $i$ of $\mathcal{G}$. Moreover, by defining

$$\Delta Q_i(k) = Q_i^{-1/2}(\infty)Q_i(k)Q_i^{-1/2}(\infty) - I,$$

it holds, for every node $i$ of $\mathcal{G}$ and all $k \in \mathbb{N}$, that

$$0 \leq \Delta Q_i(k) \leq \alpha \rho^{k-1} I,$$  

where $\rho$ and $\alpha$ are defined in (22) and (23), respectively. As analyzed before, we have $\rho < 1$.

Proof. Given in Theorem 1 of the full version [23].

Remark 3. The result in Theorem 1 shows that the information matrix(i.e., the inverse of covariance matrix) from Algorithm 1 exponentially converges under Assumption 1, and the convergence rate is $\rho < 1$.

V. CONVERGENCE ANALYSIS FOR THE ESTIMATES

In this section, we proceed to study the convergence of the estimates $\hat{x}_i(k)$. Under Assumption 1, we establish a necessary and sufficient condition for the asymptotic convergence of the estimates. This result is general and non-conservative but requires checking the stability of a high-dimensional matrix. We then provide a sufficient condition for convergence of the estimates which can be easily verified in a distributed fashion, with low computational complexity. As a by-product, we also provide an alternative proof for the known result that the estimates always converge for graphs with at most a single cycle [25].

From (16) and (18), we get

$$\alpha_{i-i,j}(k + 1) = C_i^T R_i^{-1} z_i + \sum_{w \in \mathcal{N}_i \setminus j} \alpha_{i,w-i}(k).$$
Similarly, from (19) and (20), we get
\[ \alpha_{i,w \rightarrow j}(k) = C_{i,w}^T R_{i,w \rightarrow j}^{-1}(k) z_{w,i} - C_{i,w}^T R_{i,w \rightarrow j}^{-1}(k) C_{w,j} Q_{w,j}^{-1} \alpha_{w \rightarrow i,w}(k). \]
Combining the above two equations gives the following dynamics:
\[ \alpha_{i \rightarrow j}(k + 1) = \beta_{i \rightarrow j}(k) - \sum_{w \in \mathcal{N}_j \setminus j} C_{i,w}^T R_{i,w \rightarrow j}^{-1}(k) C_{w,j} Q_{w,j}^{-1} \alpha_{w \rightarrow i,w}(k), \]
where
\[ \beta_{i \rightarrow j}(k) = C_{i,j}^T R_{i,j}^{-1} z_i + \sum_{w \in \mathcal{N}_j \setminus j} C_{i,w}^T R_{i,w \rightarrow j}^{-1} \beta_{w \rightarrow i,j}(k). \] (26)

It is easy to check with Algorithm 1 that the above holds for all \( k \geq 1 \), provided that, in the equation above, we initialize all \( \alpha_{i \rightarrow j}(0) = 0 \).

Defining
\[
\tilde{x}_{i \rightarrow i,j}(k) = Q_{i \rightarrow i,j}^{-1/2}(k) \alpha_{i \rightarrow i,j}(k),
\]
\[
b_{i \rightarrow i,j}(k) = Q_{i \rightarrow i,j}^{-1/2}(k + 1) \beta_{i \rightarrow i,j}(k),
\]
\[
a_{i \rightarrow i,j}(k) = C_{i,j}^T R_{i,j}^{-1}(k) C_{i,j} Q_{i,j}^{-1/2}(k),
\]
we get the following alternative dynamics:
\[
\tilde{x}_{i \rightarrow i,j}(k + 1) = b_{i \rightarrow i,j}(k) - Q_{i \rightarrow i,j}^{-1/2}(k + 1) \cdot \sum_{w \in \mathcal{N}_j \setminus j} a_{w \rightarrow i,j}(k) \tilde{x}_{w \rightarrow i,w}(k).
\]

Let \( S \) be any ordered sequence of all \((i \rightarrow i,j)\). Form the column vector \( \tilde{x}(k) \) by stacking up all the \( \tilde{x}_{i \rightarrow i,j}(k) \) according to \( S \), and similarly form \( b(k) \) by stacking up all the \( b_{i \rightarrow i,j}(k) \).

For each \((i \rightarrow i,j)\), define the row vector \( A_{i \rightarrow i,j}(k) \) with its \((w \rightarrow i)\)-th element equal to \(-Q_{i \rightarrow i,j}^{-1/2}(k + 1) a_{w \rightarrow i,j}(k)\) for each \( w \in \mathcal{N}_j \setminus j \), and all other elements zero. That is,
\[
A_{i \rightarrow i,j}(k) \tilde{x}(k) = -Q_{i \rightarrow i,j}^{-1/2}(k + 1) \sum_{w \in \mathcal{N}_j \setminus j} a_{w \rightarrow i,j}(k) \tilde{x}_{w \rightarrow i,w}(k).
\]
Then we have the following dynamics for \( \tilde{x}(k) \):
\[
\tilde{x}(k + 1) = A(k) \tilde{x}(k) + b(k),
\] (27)
where \( A(k) \) is a matrix formed by stacking up all the row vectors \( A_{i \rightarrow i,j}(k) \) according to \( S \). This leads to the following main result on the convergence of \( \tilde{x}(k) \), which in turn guarantees the convergence of \( \tilde{x}_i(k) \) due to the convergence of \( Q_{i \rightarrow i,j}(k) \).

Lemma 4. Under Assumption 1, the estimate \( \tilde{x}(k) \) converges asymptotically to \((I - A(\infty))^{-1} b(\infty)\) if the matrix \( A(\infty) \) is stable (i.e., all of its eigenvalues are strictly within the unit circle). Conversely, if \( A(\infty) \) is not stable, then for almost all measurements of \( z_i \) and \( x_{i,j} \), \( \tilde{x}(k) \) will diverge as \( k \to \infty \).

Proof. Given in Lemma 4 of the full version [23].

We have the following key property for \( A(\infty) \).

Lemma 5. Under Assumption 1, the diagonal elements of \( A(\infty) \) are zero. Moreover, for every \((i \rightarrow i,j)\), we have
\[
A_{i \rightarrow i,j}(\infty) A_{i \rightarrow i,j}^T(\infty) \leq \rho I.
\]

Proof. Given in Lemma 5 of the full version [23].

For a given canonical graph \( \mathcal{G} \), denote by \( \tilde{\mathcal{G}} \) the reduced graph obtained by repeatedly removing the leaf nodes until there are no more leaf nodes (i.e., all the variable nodes are on a cycle), or \( \mathcal{G} \) is a singleton (i.e., it contains a single variable node). Without loss of generality, let the remaining nodes be \( 1, 2, \ldots, \bar{I} \). Further denote by \( \bar{A}(\infty) \) the matrix obtained by removing the rows and columns of \( A(\infty) \) associated with indices \((i \rightarrow i,j)\) for \( i > \bar{I} \). For the case \( \mathcal{G} \) is a singleton, \( \bar{A}(\infty) \) is void. We have the following important result:

Lemma 6. The matrix \( A(\infty) \) is stable if and only if \( \bar{A}(\infty) \) is stable. In particular, \( A(\infty) \) is always stable if \( \mathcal{G} \) is acyclic.

Proof. Given in Lemma 6 of the full version [23].

Using the result above, we can restate Lemma 4 as follows:

Theorem 2. Under Assumption 1, every estimate \( \tilde{x}_i(k), \) \( i = 1, 2, \ldots, I \), converges asymptotically if the matrix \( A(\infty) \) is stable. Conversely, if \( A(\infty) \) is not stable, then for almost all measurements of \( z_i \) and \( x_{i,j} \), \( \tilde{x}_i(k) \) will diverge as \( k \to \infty \).

While the result above provides a necessary and sufficient condition for the convergence of the estimates, checking \( A(\infty) \) is not an easy task for a large system. Our next aim is to provide a sufficient condition for guaranteeing the stability of \( A(\infty) \) that is easily verifiable in a distributed fashion.

With some abuse of notation, we will denote by \( S \) a sequence of \((i \rightarrow i,j)\) for \( \tilde{\mathcal{G}} \). In particular, we will choose \( S = \{S_1, S_2, \ldots, S_I\} \) with \( S_i \) denoting a sub-sequence containing all \((i \rightarrow i,j)\) for \( j \in \mathcal{N}_i \) and \( \mathcal{N}_i \) denoting the set of neighbouring nodes of \( i \) in \( \bar{\mathcal{G}} \). Further denote by \( \bar{A}_i(\infty) \) the square sub-matrix of \( \bar{A}(\infty) \) by keeping only the rows with indices \((i \rightarrow i,j)\) for \( j \in \mathcal{N}_i \), and only columns with indices \((j \rightarrow i,j)\) for \( j \in \mathcal{N}_i \). For better understanding of the notation, an example is given below.

Example 1. Fig. 2 shows a simple canonical graph and the structure of the associated \( A(\infty) \), where \(* \) stands for a non-zero term. It is easy to verify that
\[
A_1(\infty) = A_3(\infty) = \begin{bmatrix} 0 & * & * \\ * & 0 & * \\ * & * & 0 \end{bmatrix};
\]
\[
A_2(\infty) = A_4(\infty) = \begin{bmatrix} 0 & * \\ * & 0 \end{bmatrix}.
\]

We have the next result on the convergence of the estimates, which can be checked in a distributed fashion:

Theorem 3. Recall that \( \rho \) is defined in (22). Suppose there exists \( \rho \leq \tilde{\rho} < 1 \) such that \( \bar{A}_i(\infty) \bar{A}_i^T(\infty) \leq \rho I \) for every \( 1 \leq i \leq I \) which has at least three neighbouring nodes in \( \tilde{\mathcal{G}} \). Under Assumption 1, for every \( i = 1, 2, \ldots, I \), \( \tilde{x}_i(k) \) converges exponentially with the rate \( \tilde{\rho} \). In particular, if \( \tilde{\mathcal{G}} \) only has a single cycle (which means that every node \( i \) in \( \tilde{\mathcal{G}} \) has
only two neighbouring nodes), \( \hat{x}_i(k) \) converges exponentially with the rate of \( \rho \).

Proof. Given in Theorem 3 of the full version [23].

Remark 4. Using Theorem 3, checking the convergence of the estimates amounts to computing \( A_i(\infty) \) and its maximum singular value \( \sigma_i \) for each node with at least three neighbouring nodes. The required \( \rho \) can be made to be \( \bar{\rho} = \max_i \sigma_i^2 \) using the fact that \( A_i(\infty)A_i^T(\infty) \leq \sigma_i^2 I \). By Theorem 3, the convergence of the estimates is guaranteed if \( \bar{\rho} < 1 \).

Remark 5. Algorithm 1 is designed for the static estimation problem. For the centralized (traditional) state estimation case, this is a crucial step towards dynamic state estimation. Generalization to distributed dynamic state estimation will be a future topic. Since we have proved that the estimate using our algorithm exponentially converges, the algorithm could achieve good approximation for the optimal state estimate at a future topic. Since we have proved that the estimate using Algorithm 1 and the information matrices for the maximum case, this is a crucial step towards dynamic state estimation.

VI. ACCURACY ANALYSIS ON INFORMATION MATRICES

In Section IV, we studied the convergence of the information matrices. In this section we study its accuracy, i.e., the difference between the information matrices \( Q_i(k) \) generated by Algorithm 1 and the information matrices for the maximum likelihood estimates.

Let \( G_i(d_i) \) denote the subgraph of \( G \) formed by nodes which are within \( d \) hops away from node \( i \). Denote by \( d_i \), the largest integer such that \( G_i(d_i) \) is acyclic. We refer to \( d_i \) as the cycle-free depth of node \( i \), and \( d_{\text{min}} = \min_i d_i \) as the cycle-free depth of \( G \). If \( G \) is acyclic, we use the convention that \( d_i = \infty \) for all \( i \), and in this case, \( G_i(d_i) = G \). It is emphasized that the cycle-free depth is a property of each vertex, and that it is upper bounded by the diameter of the graph and lower bounded by the length of the shortest cycle in the graph.

Recall that, for the measurements (6) and (7), the corresponding joint likelihood function \( f(X) \) is given by (8), (9) and (10). The marginal \( g_i(x_i) \) of \( X \) is given by (11). Denote by \( \hat{x}_i^{ML} \) and \( \Sigma_i^{ML} \) the mean and covariance of \( x_i \) corresponding to \( g_i(x_i) \), respectively. The superscript “ML” stands for maximum likelihood, due to the fact that \( g_i(x_i) \) is Gaussian and thus \( \hat{x}_i^{ML} \) is the maximum likelihood estimate of \( x_i \). Also define the ML information matrix \( Q_i^{ML} = (\Sigma_i^{ML})^{-1} \).

Now, for any node \( i \in G \), we introduce a reduced graph \( \hat{G}_i \), which will hold the key to the accuracy analysis. Draw the graph \( \hat{G} \) as depicted in Fig. 3(a). Let \( d_i \) be the cycle-free depth for node \( i \), as defined earlier. In Fig. 3(a), \( d_i = 2 \). Denote by \( u_1, u_2, \ldots \), the leaf nodes of \( G_i(d_i) \) and denote by \( s_1, s_2, \ldots \), the nodes outside of \( G_i(d_i) \) which are connected to the leaf nodes and called child nodes. There are two cases for each child node: It connects to either one leaf node only or multiple leaf nodes. In Fig. 3(a), \( s_1 \) connects to one leaf node of \( G_i(d_i) \) (i.e., \( u_1 \) and \( s_2 \) connects to two leaf nodes of \( G_i(d_i) \) (i.e., \( u_2 \) and \( u_3 \)). The reduced graph \( \hat{G}_i \) is depicted in Fig. 3(b). This is done as follows: For each child node \( s_i \), firstly remove all of its connecting nodes that are not in \( G_i(d_i + 1) \). Then, if \( s \) is connected to multiple leaf nodes of \( G_i(d_i) \), split \( s \) into multiple copies, one for each connecting leaf node. In Fig. 3(b), \( w_1, \ldots, w_4 \) are all removed and \( s_2 \) is split into \( s_2^1 \) and \( s_2^2 \). For each child node \( s_i \) that connects to only one leaf node of \( G_i(d_i) \), let its self measurement in the reduced graph \( \hat{G}_i \) be \( z_{s_i} = C_i s_{s_i} + v_{s_i} \), with noise covariance \( R_{s_i} \) for \( v_{s_i} \). Then, for each child node \( s_i \) that connects to \( p \) leaf nodes of \( G_i(d_i) \), we take

\[
\hat{z}_{s_i} = C_i s_{s_i} + v_{s_i} = z_{s_i},
\]

with noise covariance \( p R_{s_i} \) for \( v_{s_i} \), where \( p \) is the number of connecting leaf nodes of \( G_i(d_i) \) for \( s_i \).

We have the following result, which shows that the information matrices from Algorithm 1 converge to ML information matrices exponentially as the cycle-free depths increase.

**Theorem 4.** Under Assumption 1, for every node \( i \) in \( G \), we have

\[
0 \leq Q_i(d_i) - Q_i^{ML} \leq \tilde{\alpha}_i \rho_i^{d_i - 1} Q_i^{ML},
\]

(28)

where \( \tilde{\alpha}_i \) and \( \rho_i \) are similar to \( \alpha \) in (23) and \( \rho \) in (22), but for the reduced graph \( \hat{G}_i \).

Proof. Given in Theorem 4 of the full version [23].
Using Theorem 1, the result in Theorem 4 can be stated in a different way in terms of the accuracy of $Q_i(\infty)$.

**Corollary 1.** Recall that $\tilde{\alpha}_i, \tilde{\rho}_i, \alpha, \rho$ are defined in the Theorem 4 and $d_i$ is the cycle-free depth of node $i$. Under Assumption 1, we have, for every node $i$ in $G$, \[-\frac{\alpha \rho^{d_i-1}}{1 + \rho^{d_i-1}} Q_i^{ML} \leq Q_i(\infty) - Q_i^{ML} \leq \tilde{\alpha}_i \rho^{d_i-1} Q_i^{ML}.\] (29) In particular, as $d_i \to \infty$, $Q_i(\infty) \to Q_i^{ML}$.

**Proof.** Given in Corrolary 1 of the full version [23].

**Remark 6.** We mention two properties about the $\tilde{\alpha}_i$ and $\tilde{\rho}_i$. Firstly, it is clear that for an acyclic graph $G$, $\tilde{\alpha}_i = \alpha$ and $\tilde{\rho}_i = \rho$ for any $i$. Secondly, since each reduced graph is for a given node $i$ and is typically a small graph (with cycle-free depth of $d_i + 1$), $\tilde{\alpha}_i$ and $\tilde{\rho}_i$ can be computed quickly (with $d_i + 1$ iterations).

VII. ACCURACY ANALYSIS FOR THE ESTIMATES

In this section, we study the accuracy of the state estimate from Algorithm 1. Our goal is to characterize explicitly how the distributed state estimate accuracy for node $i$ is related to its cycle-free depth $d_i$.

Without loss of generality and for notational simplicity, we study node 1 in this section. Let $d_1$ be the cycle-free depth of node 1. We can re-draw the original graph $G$ (i.e., Fig. 3(a)) as a $d_1 + 2$ layer graph in Fig. 4(a), in which node 1 is placed on the top layer (layer 1), followed by all the nodes one hop away from node 1 as layer 2, then by all the nodes two hops away from node 1 as layer 3, and so on, until layer $(d_1 + 1)$ which contains all the nodes $d_1$ hops away from node 1. All other nodes (i.e., nodes outside of $G_1(d_1)$) are lumped into layer $d_1 + 1$. This graph can then be re-drawn again as a line graph $G'$ (i.e., Fig. 4(b)) by grouping all the nodes in layer $i$ as a super node $i$ (denoted by SN $i$) with state $\tilde{x}_i$ which is formed by stacking up all the states in layer $i$. In particular, $\tilde{x}_1 = x_1$. The self measurement for super node $i$ will be denoted by $\tilde{z}_i$, $i = 1, 2, \ldots, d_1 + 2$, and the edge measurement between super nodes $i$ and $i+1$ will be denoted by $\tilde{z}_{i,i+1}$, $i = 1, 2, \ldots, d_1 + 1$. The notations of $C_i, C_{i,j}, R_i$ and $R_{i,j}$ are similarly defined. For notational simplicity, we denote $d_1 + 2$ by $n$.

Denoting $\tilde{x} = \text{col}\{\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n\}$, we have the following result on the maximum likelihood estimate for $\tilde{x}$ in the trimmed line graph $G'(i.e., Fig. 4(b)).

**Lemma 7.** The maximum likelihood estimate $\hat{x}^{ML}$ for $\tilde{x}$ is given by the solution of

\[A\hat{x}^{ML} = B,\] (30)

where $A > 0$ is a tri-diagonal block matrix defined by

\[
\begin{align*}
A_{11} &= \hat{C}_1^T \hat{R}_1^{-1} \hat{C}_1 + \hat{C}_2^T \hat{R}_1^{-1} \hat{C}_{1,2} \\
A_{ii} &= \hat{C}_i^T \hat{R}_i^{-1} \hat{C}_i + \hat{C}_{i,i+1}^T \hat{R}_{i,i+1}^{-1} \hat{C}_{i,i+1} + \hat{C}_{i,i-1}^T \hat{R}_{i,i-1}^{-1} \hat{C}_{i,i-1}, \quad i = 2, \ldots, n - 1 \\
A_{nn} &= \hat{C}_n^T \hat{R}_n^{-1} \hat{C}_n + \hat{C}_{n,n-1}^T \hat{R}_{n,n-1}^{-1} \hat{C}_{n,n-1} \\
A_{i(i+1)} &= \hat{C}_i^T \hat{R}_{i,i+1}^{-1} \hat{C}_{i,i+1}, \quad i = 1, 2, \ldots, n - 1 \\
A_{(i+1)i} &= A_{(i+1)i}^T, \quad i = 0, i-j > 1,
\end{align*}
\]

and $B = \text{col}\{B_1, B_2, \ldots, B_n\}$ with

\[
\begin{align*}
B_1 &= \hat{C}_1^T \hat{R}_1^{-1} \hat{z}_1 + \hat{C}_2^T \hat{R}_1^{-1} \hat{z}_{1,2} \\
B_i &= \hat{C}_i^T \hat{R}_i^{-1} \hat{z}_i + \hat{C}_{i,i-1}^T \hat{R}_{i,i-1}^{-1} \hat{z}_{i,i-1} + \hat{C}_{i,i+1}^T \hat{R}_{i,i+1}^{-1} \hat{z}_{i,i+1}, \quad i = 2, \ldots, n - 1 \\
B_n &= \hat{C}_n^T \hat{R}_n^{-1} \hat{z}_n + \hat{C}_{n,n-1}^T \hat{R}_{n,n-1}^{-1} \hat{z}_{n,n-1}.
\end{align*}
\]

**Proof.** Given in Lemma 7 of the full version [23].

Next we give an alternative characterization for the state estimate $\hat{x}_1(d_1)$.

**Lemma 8.** Under Assumption 1, the state estimate $\hat{x}_1(d_1)$ from Algorithm 1 is given by the first block of $\hat{x}$ which solves

\[A\hat{x} = B,\] (31)

where $A$ is obtained from $A$ by removing its last row block and last column block, and $B$ is obtained from $B$ by removing its last row block.

**Proof.** Given in Lemma 8 of the full version [23].

The next result characterizes the estimation error of the state estimate $\hat{x}_1(d_1)$.

**Lemma 9.** Let $\Delta x_1(d_1) = \hat{x}_1(d_1) - \tilde{x}^{ML}$ be the estimation error for node 1. Then, under Assumption 1, we have

\[
\Delta x_1(d_1) = (-\hat{A}_{11}^{-1} A_{12}) \cdots (-\hat{A}_{(n-1)(n-1)}^{-1} A_{(n-1)n}) \Delta x_1(d_1),
\]

where

\[
\hat{A}_{11} = A_{11}, \quad \hat{A}_{ii} = A_{ii} - A_{(i-1)i}^T \hat{A}_{(i-1)(i-1)}^{-1} A_{(i-1)i}
\]

for all $i = 2, \ldots, n - 1$.

**Proof.** Given in Lemma 9 of the full version [23].

**Theorem 5.** Under Assumption 1, for node 1 in the graph $G$ with cycle-free depth $d_1$, we have

\[
\Delta x_1(d_1)^T Q_1(1) \Delta x_1(d_1) \leq \kappa d_1,
\]

where $\kappa$ is defined by (33).

**Proof.** Given in Theorem 5 of the full version [23].
Proof. Given in Theorem 5 of the full version [23].

Similar to that in Corollary 1, the accuracy of $\Delta x_1(\infty)$ is given in the Corollary 2.

**Corollary 2.** Let
\[ B(k) = Q^{1/2}(k+1)A(k)Q^{-1/2}(k) \]
with $A(k)$ defined in (27) and
\[ Q(k) = \text{diag}(Q_{i\rightarrow j, i}(k) : (i \rightarrow i, j) \in S). \]
Denote the maximum eigenvalue of $B(\infty)$ by $\beta = \text{eig}(B(\infty)) < 1$. Under Assumption 1, if $d_1$ is large enough so that $\rho^{d_1-1} \simeq 0$ and $\beta^{d_1-1} \simeq 0$, then
\[ \|\Delta x_1(\infty)\|^2 \lesssim \kappa \eta^d \|Q_1^{-1}(1)\|. \]

**Proof.** Given in Corollary 2 of the full version [23].

**Remark 7.** The results in Theorem 5 and Corollary 2 show in a very quantitative way that the accuracy of the state estimate depends explicitly on 1) The number of links connecting $G_i(d_i)$ and outside; 2) the “size” of the state for each such node as measured by $(x_j^{ML})^T C_{j,t} R_{i,j} C_{j,t} x_j^{ML} \approx x_j^T C_{j,t} R_{i,j} C_{j,t} x_j$; 3) the decay rate $\eta$; 4) cycle-free depth $d_i$. Accurate state estimates require a combination of fast decay rate, large cycle-free depth, small number of links connecting the inside and outside of the cycle-free region, and small state “sizes” for such nodes.

**VIII. CONCLUSION**

In this paper, a BP-based distributed static estimator for large-scale networked systems is expressed in Algorithm 1. By viewing its iterations as a dynamic process, we have carried out a complete analysis for its convergence and accuracy. We have given conditions under which the Algorithm 1 is guaranteed to converge, and we have provided concrete characterizations of its accuracy. The influence of the so-called cycle-free depth of each node to the accuracy is exploited. As explained in the Remark 5, the Algorithm 1 can also be effective in the dynamic state estimation by running several iterations during the time update of system sampling. Our results are expected to yield a theoretical understanding of the distributed state estimation and may generate more applications for this powerful algorithm.

---

2recall from Section V that $S$ is an ordered sequence of all $(i \rightarrow i, j)$

**REFERENCES**


